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’ INTRODUCTION

This work describes the reversible formation of linear main-
chain supramolecular polymers based on the self-assembly of a
small ditopic monomer 1 with two orthogonal binding interac-
tions, metal�ligand binding and ion pair formation. Polymer
formation in this case can be reversibly switched on and off by
either the addition of acid or base or the addition or removal of
metal ions. Supramolecular polymers have become an increasing
field of research in the last 20 years as an interesting new class of
materials.1 Besides the functionalization of covalent polymers
with supramolecular binding sites, which can be used to further
aggregate the macromolecule into even larger structures,2 so-
called main-chain supramolecular polymers are especially
interesting.3 In contrast to traditional covalent polymers, in such
systems the individual monomers are held together by nonco-
valent interactions,4 and hence the supramolecular interaction is
part of the polymer backbone. Therefore, formation of the
polymer is reversible (at least under certain conditions) and
can be controlled, for example, by changes in concentration,
solvent, or temperature or by the addition of external stimuli

(e.g., metal ions, protons).5 Supramolecular polymers not only
possess polymer-like properties (e.g., higher viscosity and
elasticity), but these properties can also adapt to changes in their
surroundings.6 A fascinating aspect is the possibility of supramo-
lecular polymers to self-heal structural defects because of the
reversible nature of the noncovalent interaction between the
individual monomers.7 One challenge in the field is to find
suitable small molecular weight monomers, which self-assemble
strongly enough in solution to obtain a sufficient degree of
polymerization. The degree of polymerization depends on the
stability of the noncovalent interaction responsible for polymer-
ization. The first examples of supramolecular polymers as
introduced by Lehn8 or Meijer9 were based on hydrogen-
bonding interactions. Especially the self-complementary ureido-
pyrimidone quadruple AADD H-bonding motif developed
by Meijer has attracted a lot of attention in this respect.10,11

However, themajor disadvantage of purelyH-bonded supramolecular
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ABSTRACT: The low molecular weight heteroditopic mono-
mer 1 forms supramolecular polymers in polar solution as
shown, for example, by infrared laser-based dynamic light
scattering (DLS), small-angle neutron scattering (SANS), elec-
tron microscopy (TEM, cryo-TEM), and viscosity measure-
ments. Self-assembly of 1 is based on two orthogonal binding
interactions, the formation of a Fe(II)-terpyridine 1:2 metal�
ligand complex and the dimerization of a self-complementary
guanidiniocarbonyl pyrrole carboxylate zwitterion. Both bind-
ing interactions have a sufficient stability in polar (DMSO) and
even aqueous solutions to ensure formation of linear polymers
of considerable length (up to 100 nm). The supramolecular polymerization follows a ring�chain mechanism causing a significant
increase in the viscosity of the solutions at millimolar concentrations and above. The linear polymers then further aggregate in
solution into larger globular aggregates with a densely packed core and a loose shell. Both binding interactions can be furthermore
switched on and off either by adding a competing ligand to remove themetal ion and subsequent readdition of Fe(II) or by reversible
protonation and deprotonation of the zwitterion upon addition of acid or base. The self-assembly of 1 can therefore be switched
back and forth between four different states, themonomer, a metal-complexed dimer or an ion paired dimer, and finally the polymer.
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polymers is the weakness of this interaction under competitive
polar conditions. Hydrogen bonds are only stable in nonpolar
organic solvents such as chloroform but dissociate in more polar
and especially protic solvents.12 Hence, self-assembled systems,
which are solely based on this interaction only, are not stable, for
example, in aqueous solutions.13 H-bonds as well as other
electrostatic interactions can, however, become more stable
within the shielding surrounding of a less polarmicroenvironment
(e.g., hydrophobic pockets within an organic polymer or den-
drimer shell).14,15 More often, additional binding interactions
such as Coulomb,16 hydrophobic, or aromatic stacking inter-
actions17 are introduced to obtain more stable self-assembled
systems in water. Some recent examples are based on amphiphiles
with aromatic cores (such as perylenbisimides,18,19 π-conjugated
phenylenes,20 cyclotriveratrylenes,21 or hexacorobenzene,22 just
to name a few), functionalized dipolar dyes,23 cyclodextrins and
calixarenes,24 or macroion�counterion interaction.25,16b A spe-
cial case is metal�ligand interaction, which also has been used
extensively to construct supramolecular polymers.26 As the
strength of metal�ligand binding can approach that of covalent
bonds,metallo-supramolecular polymers can be nearly as stable as
traditional covalent ones and therefore can also reach very large
degrees of polymerization.

Most often, supramolecular polymerization is based on one
main type of binding site or a set of binding interactions (e.g.,
H-bonding and π-stacking), which together are responsible for
aggregation. For example, a combination of ionic interaction and
π-stacking can lead to nonlinear supramolecular polymers with
various shapes.27 However, there are also examples in which two or
more binding sites independently, in an orthogonal way, lead to
stepwise polymerization.28 The first example for such a supramo-
lecular polymer with two orthogonal binding sites was introduced
by Schubert et al. who functionalized a polyethylene glycol polymer
with a self-complementary H-bonding AADD binding site on the
one end and a terpyridine ligand on the other end, respectively.29 In
this case, however, themonomer was already a polymer, and due to
the use of H-bonds for one binding site supramolecular polymer-
ization was limited to chloroform. Yashima combined metal�
ligand binding with much stronger charge interactions instead of
H-bonds and presented linear metallo-supramolecular polymers,

which are either cationic or anionic due to amidinium or carbox-
ylate groups incorporated into the strands.30 Hence, two comple-
mentary strands form a helical supramolecular heteroduplex held
together by ion pairing. Despite these fascinating examples of
supramolecular polymers, it is still a challenge to develop new
molecules forming stable supramolecular polymers of sufficient
length in polar solutions and evenmore so to be able to deliberately
control their formation reversibly by external stimuli.31 In this
respect, we recently introduced a new type of a linear supramole-
cular polymer inwhich two orthogonal binding sites are responsible
for polymerization within a single strand.32 We designed the small
heteroditopic molecule 1 in which a terpyridine ligand is attached
to a self-complementary guanidiniocarbonyl pyrrole carboxylate
zwitterion. This zwitterion was developed earlier by us and forms
very stable dimers (Kass > 108 M�1 in DMSO) held together by
H-bond assisted ion pairs.33 Addition of a metal ion such as Fe(II)
then further polymerized these ion paired dimers into a linear
supramolecular polymer. In a preliminary report,32 we could
demonstrate the formation of such linear polymer strands, for
example, on solid support by atomic force microscopy (AFM) and
in solution using DOSYNMR spectroscopy. We have now studied
the self-assembly of 1 in more detail using infrared laser-based
dynamic light scattering as well as small-angle neutron scattering
(SANS) and electron microscopy (TEM, cryoTEM). We provide
evidence for the mechanism of polymer formation and show how
polymer formation not only changes the macroscopic properties of
the solution (viscosity) but can be reversibly switched on and off by
the addition of acid or base and the addition or removal of the
metal ions.

’RESULTS AND DISCUSSION

Synthesis of Monomer 1. The ditopic monomer 1 was
synthesized as shown in Scheme 1. The pyrrole tricarboxylic
acid 2 was coupled to N-Boc guanidine using HCTU as coupling
reagent. The ester group in the propyl side chain of 3 was then
selectively hydrolyzed with trimethyl tinhydroxide to obtain acid
4, which was reacted with the amine-functionalized terpyridine 5
to give the protected precursor 6. Ligand 5 is easily accessible
from reduction of p-nitrophenyl-terpyridine 7, which can be

Scheme 1. Synthesis of the Heteroditopic Monomer 1
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synthesized following a literature protocol.34 After cleavage of the
protecting groups in 6 with TFA, the heteroditopic monomer 1
was obtained as a slightly yellow zwitterion after pH adjustment.

Self-Assembly of 1. As shown in Scheme 2, monomer 1 can
reversibly change from monomer A (e.g., in form of the proton-
ated chloride salt 1•HCl), to a 2:1 metal complex B or an ion

Scheme 2. Self-Assembly of aHeteroditopicMonomer 1 Based on TwoOrthogonal Binding Interactions,Metal�Ligand Binding
and Ion Pair Formationa

aThe system can be switched frommonomer A to either a metal-complexed (B) or ion paired dimer (C), on to larger self-assembled aggregatesD (such
as cyclic oligomers or linear polymers depending on the concentration of the solution).
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paired dimer C and then further on to larger self-assembled
aggregates D depending on the absence and presence of two
chemical stimuli (pH value, Fe(II) ion). Either signal alone only
leads to the formation of dimers; only when both signals are
present simultaneously can larger aggregates be formed. Because
of the pKa values of the zwitterion (ca. 5 for the carboxylic acid
and 7 for the guanidinium cation, respectively), the zwitterion is
only present within a pH range from 5 to 7. This pH range allows
facile protonation and deprotonation of zwitterion 1 under
ambient conditions, thereby eliminating the self-complementar-
ity of this binding site. Neither the protonated cation nor the
deprotonated anion can dimerize in polar solution.35 The metal
ion can be removed by the addition of a competing ligand such as
HEEDTA (vide infra).
Self-assembly of 1 is therefore a stepwise process, which can be

accomplished in two ways. At a pH of 5�7, compound 1 exists as
a zwitterion, which in solution self-assembles into the ion paired
dimerC.33 Because of the very high stability of this dimer (Kdim >
108 M�1 in DMSO), no monomer can be detected even down to
micromolar concentrations (as tested by NMR and UV/vis
dilution studies, data not shown). Subsequent addition of 0.5
equiv of iron(II) chloride to a solution of this dimer C leads
immediately to the appearance of a violet-blue color, indicating
formation of the terpyridine�iron(II) 2:1 complex and thus of
self-assembled aggregates D (self-assembly route Af Cf D).
Formation of D can also be achieved the other way around,
starting from the protonated cation of 1, the monomer A, which
cannot dimerize, then adding the metal to form the metal-
complexed dimer B and adjusting the pH afterward to get D
(self-assembly route Af BfD). The appearance of the violet-
blue color is typical for terpyridine�metal complexes and is due
to the occurrence of a metal to ligand charge transfer band at λ =
580 nm.36 A UV/vis titration experiment in which the appear-
ance of this MLCT band was monitored quantitatively upon
addition of aliquots of Fe(II) confirmed the formation of the 2:1
complex and provided a stability of Kass > 108 M�2 under these
conditions.32 All binding steps can also be monitored by char-
acteristic proton shifts in the NMR spectra, which also showed
that neither the zwitterionic binding site nor the terpyridine
coordination site affect each other.32 For example, after metal
complexation to form B, the signals of the terpyridine ligand do
not show any further shift change when self-assembly occurs to
formD upon pH adjustment. Also, the characteristic shifts of the

ion paired dimer C do not change further, when the metal ion is
added and D is formed. Hence, the two binding sites are
orthogonal; the binding properties of the one site are not affected
by the other.
Viscosity Studies.As both interactions, metal�ligand binding

and ion pair formation, are very stable, the formation of
supramolecular polymers with a significant degree of polymer-
ization even in polar solution was expected. This was first probed
using capillary viscosity measurements as the formation of a
supramolecular polymer should change the macroscopic proper-
ties of the solution.9,5 The viscosity measurements were per-
formed at 25 �C in DMSO with a Schott visco pump II AVS 370
and a type I micro Ubbelohde capillary. Aliquots of iron(II)
chloride (80.0 mM stock solution) were added to a solution of
the ion paired dimer C (2.5 mM) in DMSO. After the mixture
was stirred for 20 min to ensure complete complexation, the
relative viscosity was measured (Figure 1). An increase of the
viscosity was observed until 0.5 equiv of Fe(II) was added, after
which further metal addition did not cause any more changes of
the viscosity. This is consistent with the self-assembly of the ion
paired dimers C present initially in solution into the polymer D
due to the formation of a 1:2 iron�terpyridine complex (as also
seen in the UV/vis titration experiments).
Self-assembly is a concentration-dependent process. There-

fore, in contrast to a conventional covalent polymer, also the
viscosity of solutions of 1 depends on the concentration as shown
again by dilution capillary viscosity experiments in DMSO (T =
30 �C). For example, the relative viscosity for D significantly
increases to a value of ηrel = 1.22 at c = 8.5 mM (Figure 2), which
is neither the case for monomer A (c = 8.5 mM, ηrel = 1.02), nor
the 2:1 metal complex B (c = 8.5 mM, ηrel = 1.04), nor the
protected precursor 8 (data not shown).
A closer look at the concentration dependence of the viscosity

of polymer D allows for gaining further insight into the mechan-
ism of polymer formation.37 A double-logarithmic plot of the
specific viscosity (ηspecific) versus the concentration shows two
lines with slopes of 0.56 and 1.17, which intersect at a critical
polymerization concentration (CPC) of c≈ 0.35mM(Figure 3).
The appearance of a CPC is a strong indication for a ring�chain
polymerization mechanism.38 Monomer 1 is flexible enough to
form cyclic structures (see also Figure 5) as required for a
ring�chain supramolecular polymerization (Figure 4). Further-
more, the intermolecular association constants for both the
metal�ligand complexation and the dimerization of the zwitter-
ion are large enough (K g 108 in DMSO) to give rise to the

Figure 1. Change of the viscosity of a solution of ion paired dimer C
(2.5 mM in DMSO) upon the addition of aliquots of Fe(II), confirming
the formation of a more viscous polymerD due to the formation of a 1:2
metal�ligand complex.

Figure 2. Concentration dependence of the relative viscosity of solu-
tions of polymerD, monomer A (protonated chloride salt of 1), and the
metal complex C in DMSO.
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occurrence of a critical concentration as pointed out by
Ercolani.37b,38b At lower concentrations (below CPC), first the
formation of cyclic oligomers takes place, and only small changes
in the viscosity of the solution are observed. These cyclic
oligomers are in equilibrium with linear ones but are favored
entropically in dilute solutions. Above the CPC, chain growth at
the expense of the cycles becomes more favorable, and the
polymerization degree of the linear polymers increases signifi-
cantly as seen in the steeper slope of the specific viscosity
(Figure 3).
Electron Microscopy. Transmission electron microscopy

(TEM) confirmed the ring�chain polymerization model de-
duced from the viscosity data. A drop of a diluted solution of the
sample was brought on a holey carbon film coated copper grid.
After the excess of solvent was removed with a piece of filter
paper and the grid was dried, the grid was stained with an
ethanolic solution of uranyl acetate (1% by weight) for 2 min.
Excess of staining agent was removed by rinsing with ethanol.
TEM images taken at a concentration of 0.1 mM and hence
below the CPC show small cyclic structures with a diameter of ca.
2�4 nm (TEM image A in Figure 3). Above the CPC at 1 mM,
no more cyclic structures but adlayers of linear polymer strands
with a thickness of ca. 1 nm and a length of more than 20 nm are
observed (TEM image B in Figure 3). Similar adlayers were also
observed previously on mica surfaces in atomic force microscopy
images.32

To probe the feasibility of the formation of small cycles, we
performed molecular modeling studies using the software
package Macromodel 8.0 (OPLS force field, GBSA water
solvation model). Energy minimized structures (Figure 5)
were obtained from a Monte Carlo conformational search
with 50.000 steps for each structure. In each case, the resulting
minimum was found at least 10 times or more during the
simulation. These calculations confirm that the formation of
small cycles is geometrically possible in accordance with the
TEM images and the postulated ring�chain polymerization
mechanism. Furthermore, the calculated molecular dimen-
sions of both the cyclic oligomers as well as the polymer
strands are in excellent agreement with the size of the particles
observed in the TEM images.
The formation of small cycles in solution was also confirmed

by ESI MS (Figure 6). A strong signal for a cyclic dimer atm/z =
616.192 (chargeþ2) as well as a less intense signal for a tetramer
at m/z = 833.578 (chargeþ3) are observed. However, no signal
for a trimer is observed. This is not surprising as only an even
number of monomers 1 can form cyclic oligomers. Any odd
number of monomers could only form linear oligomers with
unsaturated binding sites at each end. The ESI spectra therefore

Figure 3. Double-logarithmic plot of the specific viscosity (ηspecific)
versus the concentration of D, suggesting a ring�chain polymerization
mechanism. The insets show TEM images recorded below (0.1 mM
(A)) and above (1 mM (B)) the CPC, also confirming the predominant
formation of cyclic and linear structures under these conditions.

Figure 4. Schematic representation of the ring�chain polymerization
mechanism of monomer 1. The linker between the two binding sites is
flexible enough that small cyclic oligomers such as dimers or tetramers
can form, which are in equilibrium with linear ones. At low concentra-
tions, the cycles are preferred, whereas with increasing concentrations
the equilibrium shifts toward the linear polymers.

Figure 5. Calculated energy minimized structures of a cyclic dimer, a
cyclic tetramer, and the linear polymer along with representative
molecular dimensions as obtained from force field calculations.

Figure 6. ESI-MS spectrum of D (0.2 mM in MeOH) showing a
predominant signal for a cyclic dimer and a smaller one for a cyclic
tetramer.
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also suggest the presence of cyclic rather than linear oligomers
under dilute conditions.
Cryo-TEM images,39,40 which provide direct structural data

from a vitrified aqueous solutions (c = 0.5 mM in 95:5 water/
DMSO), reveal linear semiflexible polymer strands just as well
(Figure 7A). The contrast of the data is extraordinarily high due to
the presence of iron ions in the aggregates. The estimated thickness
of the linear polymers is ca. 1�2 nm (in excellent agreement with
the TEM images and the modeling data), and their length on
average in water is between 30 and 100 nm. As one monomer has a
length of ca. 3.8 nm (according tomodeling data), a polymer length
of 50 nm translates into an aggregation number of ca. 13 mono-
mers. Furthermore, as seen from a closer inspection of the images,
the polymer strands in solution have a tendency to undergo lateral
aggregation. For example, in the upper right corner of Figure 7A,
two strands can be seen, which aggregate into a double strand. This
further aggregationmight be explained by hydrophobic interactions
between the strands or anion-induced aggregation of the overall
positively charged polymers. As the cryo-TEM images were taken
from an aqueous solution, it is not surprising that hydrophobic
aggregation into larger structures can take place.
To probe for even larger aggregates than just the linear

polymers, the complementary use of the negative staining

technique was used. Vitrified samples suitable for cryo-TEM
are limited with respect to their thickness to ca. 100 nm layers to
provide the necessary translucence for the electron beam. There-
fore, three-dimensional objects larger than this size range are
hardly accessible by this method. After negative staining with 1%
uranyl acetate, we could observe a further assembly of the linear
polymers into larger globular aggregates with diameters ranging
from 200 to 600 nm (Figure 7B). Within the core of these
aggregates, the strands are densely packed (these areas are
excluded from the stain and therefore appear as white spheres).
Toward the globules’ outer shell, the strands (still with an
apparent thickness of 1�2 nm and a length ranging from 35 to
100 nm) are more loosely arranged. In the areas between the
globular aggregates, individual polymer strands can be found as
seen in the cryo-TEM images without negative staining salt.
Taken all together, the cryo-TEM images therefore demonstrate
the formation of linear, semiflexible supramolecular polymers of
considerable length even in water and their tendency to further
aggregate into larger globular structures.
Light Scattering Studies. To confirm the findings from the

electron microscopy studies, we also studied the self-assembly of
1 using dynamic light scattering (DLS) at different concentra-
tions in DMSO (c = 0.5 and 6 mM). As the sample strongly
absorbs in the visible wavelength range (due to the colored
iron�terpyridine complex), a DLS analysis with typical visible
lasers normally used was not possible. We therefore used an IR
laser with 831.5 nm wavelength to perform the experiment, as it
was shown previously that this allows for the characterization of
colored samples by DLS.41 Measurements were performed at a
scattering angle of θ = 90�. Figure 8A displays results for the
0.5 mM solution. Autocorrelation function and decay time
distribution clearly show bimodal behavior. One peak corre-
sponds to a hydrodynamic radius in the size range of rH,app =
200�300 nm, and the other corresponds to a hydrodynamic
radius above 10 μm. It was not possible to remove these very
large aggregates by various attempts to filter the solution. One
possibility might be that the large structures are completely
destroyed by shear forces during filtration and then re-form in
solution afterward, which is perhaps not unexpected for a highly
dynamic and reversible self-assembling system. Therefore, long
measuring times were chosen to include these very large particles
in the measurement (1800 s in the given example). Even though
the self-assembled polymer carries charges, the observed bimodal
distribution in DLS is not caused by polyelectrolyte effects as
evident from the visibility of very strongly scattering large
particles in the laser beam by eye. Possibly, the chloride
counterions associate with the polymers in DMSO so that the
remaining overall charge of the aggregate is not too high. In any
case, no polyelectrolyte effects complicate the size analysis by
DLS, and it is therefore possible to discuss (apparent) particle
sizes. Thereby, it was possible to obtain reproducible results: The
bimodal distribution is always detected, and an apparent hydro-
dynamic radius of rH = 235( 5 nm for the smaller species results.
However, as these data result from a measurement at a 90�
scattering angle only and no angular extrapolation was per-
formed, the real value likely is somewhat larger. It is reasonable
to assume that these particles correspond to similar globular
aggregates as seen in the TEM images in water (Figure 7B) even
though the DLS data were obtained from DMSO solution and
the TEM images from water.
The very high scattering intensity of the large particles (r >

10 μM) does not allow the simultaneous detection of any smaller

Figure 7. (A) Cryo-TEM image of polymer D (c = 0.5 mM in water/
DMSO 95/5) showing linear polymer strands. (B) These polymers
further assemble into larger densely packed globular aggregates (white
sphere in the center) as proven by the negative staining preparation with
1% uranyl acetate. Globules in the diameter range of 200�600 nm can
be found.
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species such as individual polymers. Hence, the absence of faster
processes indicating small species in this sample does not allow
any conclusion whether these particles are not present or can
simply not be detected due to the extremely high scattering
intensity of the larger particles (scattering intensity scales with r6).
Therefore, to check for smaller species, a concentrated solution
(6 mM) was measured multiple times for 5 s, and runs that
detected very large particles were disregarded using the software
“dust filter”. This way, 22 runs were collected and averaged for
data analysis. The result is shown in Figure 8B. Different
experiments of this kind were performed, differing in accumula-
tion times (5, 10, and 30 s) and in selection criteria for the runs.
In all cases, consistently and reproducibly two further species
were detected at fast decay times besides the two large species
already seen before. The two small species have a hydrodynamic
radius of rH = 1�1.2 nm and 25�35 nm, respectively. For the
1 nm size range, no angular dependence is expected in DLS.
Hence, even though the measurements were only taken at one
scattering angle (as mentioned above), the data represent a
reliable measure for the real size of the particles. The radius of
25�35 nm for the second species again represents only an
apparent value, and the real radius might be somewhat larger
as no angular extrapolation could be performed.

The DLS measurements therefore further complement the
findings obtained from electronmicroscopy. The small species of
ca. 1 nm radius represents the cyclic oligomers (dimers, tetra-
mers, etc.), which were also seen in TEM (Figure 3B) and ESI
(Figure 6), confirming also the calculated size of such cycles
(Figure 5). The species with an apparent hydrodynamic radius of
25�35 nm are most likely the linear, semiflexible polymer
strands seen in TEM and cryo-TEM images. If one assumes stiff
linear strands with a diameter of ca. 1�2 nm, one can estimate a
polymer length of ca. 240�280 nm from an apparent hydro-
dynamic radius of 25 nm, corresponding to a polymerization
degree of ca. 70 monomers. Of course, the polymers are not
completely stiff but semiflexible (as seen in cryo-TEM), so this

Figure 8. (A) Dynamic light scattering of a solution of 1 in DMSO (c =
0.5 mM). Electric field autocorrelation function g1(τ) and distribution of
relaxation times A(τ) (wavelength λ = 831.5 nm, scattering angle θ =
90�). The duration of the measurement was 1800 s. (B) Same experi-
ment at a concentration of 6 mM. Multiple measurements with duration
of 5 s each were averaged after excluding runs with a higher intensity
caused by very large particles.

Figure 9. SANS analysis of 1 (2mM in d6-DMSO): (a) Scattering curve
I(q) (arbitrary units); (b) corresponding pair distance distribution
function P(r) indicating particles with a maximum dimension of
265 nm; and (c) corresponding radial density profile ΔF(x) showing
a core�shell structure with an inner sphere with higher density and
about 60 nm radius and a total radius of about 130 nm.
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number is only an estimate. Nevertheless, a degree of polymer-
ization of this order in DMSO is reasonable. Using the simplified
Carothers equation,42 the degree of polymerization DP for a
supramolecular polymer is roughly proportional to (Kass 3C)

1/2,
where Kass is the association constant for the intermolecular
binding of the monomers and C is the total monomer

concentration.43 At millimolar concentrations, a degree of poly-
merization of ca. 102 requires a stability of the noncovalent
interaction, which holds the monomers together of Kass g
107 M�1.37c Indeed, both binding interactions, metal�ligand
complexation and dimerization of the zwitterion, have an asso-
ciation constant of Kass g 108 in DMSO. The formation of
supramolecular polymers of this length from the self-assembly of
1 in DMSO is therefore reasonable.
Small Angle Neutron Scattering. To get further information

on the internal structure of the larger particles (the aggregated
polymer strands), small angle neutron scattering (SANS) was
performed. Samples for SANS were prepared in d6-DMSO with
a concentration of 2.5 g L�1 and transferred into optical quality
quartz cells with 2 mm path length. SANS studies were
performed at the FRM II, Munich, Germany, at the KWS 1
instrument of the J€ulich Center for Neutron Science. We used
three configurations with the neutronwavelengths λ and sample�
detector distances d of λ = 0.45 nm/d = 1.6 m, λ = 0.45 nm/
d = 7.6 m, and λ = 1.2 nm/d = 7.6 m. A total scattering vector
range of 0.0143 nm�1 < q < 2.8 nm�1 was covered. Data were
corrected for empty quartz cell scattering, electronic background,
and detector uniformity and were converted to an absolute scale
using secondary standards. The data were further corrected by
subtracting the contributions from solvent scattering and inco-
herent background.

Figure 10. UV�vis complexation studies ([1] = 0.06 mM in DMSO). The occurrence of a blue-violet color indicates formation of the metal complex
and thus the formation of self-assembled cyclic oligomersD from the ion paired dimerC. HEEDTA as a competing ligand removes the Fe(II) ions from
the terpyridine�metal complex as evident from the decolorization of the sample. Re-addition of excess metal ions then re-forms the cyclic oligomers.

Figure 11. Relative viscosity of a solution of polymerD ([1] = 6 mM in
DMSO) upon stepwise addition of equal amounts of acid or base.
Supramolecular polymerization depends on the protonation state of the
zwitterion in 1 and can therefore be switched on and off by the addition
of acid and base.
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In the SANS measurement, again large particles with a
diameter of >200 nm were detected, confirming the results from
the DLS and cryo-TEM measurements. However, SANS now
allows one to further probe the internal structure of these
aggregates in contrast to DLS. For this purpose, the scattering
curve was Fourier transformed into the pair distance distribution
function P(r), which basically represents a distance histogram of
the particle and thus is dependent on and characteristic for the
particle shape and internal density profile.44 P(r) can be calcu-
lated without the need to assume any model in advance from the
scattering curve for finite size, randomly oriented particles (or
supramolecular assemblies, etc.) in solution. The resulting P(r) is
shown in Figure 9b. Most strikingly, the pair distance distribution
function P(r) obtained here cannot be described by radially
homogeneous particles, even assuming polydispersity. Further-
more, deconvolution into the radial density profile (Figure 9c)
shows that the particles consist of a core with a higher density
and a less dense shell. This result is consistent with the rG/r =
0.62 extracted from the SANS measurements prior to the
density profile calculation, which is typical of inhomogenous
“microgels”:45 A possible origin is a different density or branching
profile in the center of the particle as compared to its outer shell.
In other words, a denser network type structure is present in the
inner region and more “free chains” in the outer region of the
particle. This corresponds nicely to the TEM images, which also
showed a densely packed core surrounded by a loose shell of
polymer particles (Figure 7B). Interestingly, such density profiles
are also known for polyelectrolytes that associate with multi-
valent counterions into larger nanoparticles.46

Reversibility of Self-Assembly. As mentioned above, self-
assembly of 1 requires both the presence of the metal ion as well
as the correct pH range. Therefore, self-assembly can be rever-
sibly switched on and off by adding acid or base to the solution or
by removing or adding the metal ion. This reversibility was
probed by UV�vis spectroscopy in DMSO (Figure 10). Starting
from the blue-violet color of self-assembled cyclic oligomers D
(c = 0.06 mM in DMSO), addition of an excess of HEEDTA (10
equiv, N-(2-Hydroxyethyl)ethylenediaminetriacetic acid) led to
complete decomplexation and formation of the ion paired dimers
C as confirmed by the decolorization of the solution. HEEDTA is
a known strong competing ligand system for transition metals

like iron(II). It has a significantly higher affinity for Fe(II) than
does the terpyridine ligand (log K = 12.3 versus log K = 7,
respectively)47 and therefore quantitatively removes the metal
ion from the self-assembled oligomers D causing deaggregation
into the ion paired dimer C. If excess iron(II) is added again, the
blue-violet color and the MLCT-band reappear, indicating the
reformation of the self-assembled aggregates D from the ion
paired dimer C.
The effect of reversible protonation and deprotonation of the

zwitterion in 1 was probed using capillary viscosity studies. The
relative viscosity of η = 1.16 of the polymer D (DMSO solution,
c = 6.8 mM, 25 �C) decreases significantly to η = 1.04 after the
addition of aqueous hydrochloric acid (100 μL, 1M) (Figure 11).
These values are the same as measured before for the polymerD
and the metal-complex B under these conditions (see also
Figure 2). Protonation of the zwitterionic binding site removes
its self-complementarity and thus leads to depolymerization. The
remaining metal-complexed dimer B, however, has a significantly
smaller viscosity than does polymer D. Upon subsequent addi-
tion of the same amount of sodium hydroxide (100 μL, 1M), the
viscosity increases again. The carboxylic acid in B is deproto-
nated, and the self-complementary zwitterion is restored, which
immediately dimerizes and thus reforms the polymerD. Because
of the change of solvent composition (from pure DMSO to
aqueous DMSO), the relative viscosity of polymerD at this point
is smaller than the initial value (η = 1.09 instead of η = 1.16,
respectively), reflecting the dependence of the stability of the
zwitterionic dimer and hence the degree of polymerization on
solvent composition. This external switching between polymerD
andmetal-complexB is fully reversible as further additions of acid
or base cause again the same changes of the viscosity.

’CONCLUSION

We have shown here that a small monomer 1 with two
orthogonal binding interactions self-assembles into a main-chain
supramolecular polymer in polar solvents (DMSO, water). Both
binding interactions, the formation of an iron�terpyridine
complex and the dimerization of a self-complementary zwitter-
ion, are independent of each other, allowing the system to exist
in four different self-aggregated states: a monomer (A), a

Figure 12. Schematic representation of the self-assembly of monomer 1 in solution.
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metal-complexed dimer (B) or an ion paired dimer (C), and
finally either cyclic or linear self-assembled aggregates (D). Both
binding events can be switched on and off independently from
each other (e.g., by removing the metal with a competing ligand
and the addition of acid or base) so that reversible external
switching between these four states is possible. As both binding
interactions are very strong (Kassg 108 in DMSO), self-assembly
leads to supramolecular polymers D with a significant degree of
polymerization already at millimolar concentrations. Because of
the flexibility of the molecule, the formation of small cyclic
oligomers (e.g., dimers, tetramers, etc.) is also possible, so that
the supramolecular polymerization follows a classical ring�chain
polymerization model. The semiflexible polymer strands in
solution then further aggregate into larger spherical nanostruc-
tures of considerable size most likely due to hydrophobic or
aromatic stacking interactions between the strands. This stepwise
self-assembly process is summarized in Figure 12. All available
experimental data (UV/vis spectroscopy, viscosity, TEM, cryo-
TEM, DLS, SANS, and molecular modeling) are consistent and
fully confirm this model. Hence, the heteroditoic monomer 1 is
one of the few systems that forms supramolecular polymers of
considerable size even in polar solvents and that can be further-
more switched externally between aggregated and nonaggre-
gated state in two different ways. Such systemmight be of interest
for the development of stimuli responsive materials in the future.
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